
Article
Multiple Running Speed Si
gnals in Medial Entorhinal
Cortex
Highlights
d Two dissociable running speed signals are present in medial

entorhinal cortex (MEC)

d Medial septal inactivation strengthens the firing rate speed

signal in MEC

d Speed modulation of intrinsic theta frequency is decreased

during MS inactivation

d A sizable percentage of MEC neurons are negatively speed

modulated
Hinman et al., 2016, Neuron 91, 666–679
August 3, 2016 ª 2016 Elsevier Inc.
http://dx.doi.org/10.1016/j.neuron.2016.06.027
Authors

James R. Hinman, Mark P. Brandon,

Jason R. Climer, G. William Chapman,

Michael E. Hasselmo

Correspondence
hinman@bu.edu

In Brief

Hinman et al. demonstrate the presence

of multiple running speed signals in

medial entorhinal cortex that are

differentially dependent upon intact

medial septal input. Running speed

signals are a critical component inmodels

of grid cell generation.

mailto:hinman@bu.edu
http://dx.doi.org/10.1016/j.neuron.2016.06.027
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neuron.2016.06.027&domain=pdf


Neuron

Article
Multiple Running Speed Signals
in Medial Entorhinal Cortex
James R. Hinman,1,* Mark P. Brandon,1,3 Jason R. Climer,1,2 G. William Chapman,1 and Michael E. Hasselmo1,2

1Department of Psychological and Brain Sciences, Center for Systems Neuroscience, Center for Memory and Brain
2Graduate Program for Neuroscience

Boston University, 2 Cummington Mall, Boston, MA 02215, USA
3Present address: Department of Psychiatry, Douglas Mental Health University Institute, McGill University, Montreal, QC H4H 1R3, Canada

*Correspondence: hinman@bu.edu

http://dx.doi.org/10.1016/j.neuron.2016.06.027
SUMMARY

Grid cells in medial entorhinal cortex (MEC) can be
modeled using oscillatory interference or attractor
dynamic mechanisms that perform path integration,
a computation requiring information about running
direction and speed. The two classes of computa-
tional models often use either an oscillatory fre-
quency or a firing rate that increases as a function
of running speed. Yet it is currently not known
whether these are two manifestations of the same
speed signal or dissociable signals with potentially
different anatomical substrates. We examined cod-
ing of running speed in MEC and identified these
two speed signals to be independent of each other
within individual neurons. The medial septum (MS)
is strongly linked to locomotor behavior, and removal
of MS input resulted in strengthening of the firing
rate speed signal, while decreasing the strength of
the oscillatory speed signal. Thus, two speed signals
are present in MEC that are differentially affected by
disrupted MS input.

INTRODUCTION

The medial entorhinal cortex (MEC) is a critical component of the

brain’s spatial navigation system. Grid cells in MEC are spatially

modulated neurons with firing fields on the vertices of tessel-

lating triangles covering the entire environment (Fyhn et al.,

2004; Hafting et al., 2005). The regular nature of grid cell spatial

receptive fields has led to the suggestion that they are path inte-

grators (McNaughton et al., 2006), neurons that track relative

location within an environment based on the speed and direction

of an animal’s movement. Two general classes of computational

models have been employed to generate the spatially repeating

firing pattern of grid cells using either oscillatory interference or

attractor dynamics (McNaughton et al., 2006; Fuhs and Tour-

etzky, 2006; Guanella and Verschure, 2006; Burgess et al.,

2007; Burgess, 2008; Hasselmo, 2008; Blair et al., 2008; Burak

and Fiete, 2009; Navratilova et al., 2012; for review, see Zilli

2012), although recent models have combined elements of
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both of these approaches (Hasselmo and Brandon, 2012;

Schmidt-Hieber and Häusser, 2013; Hasselmo and Shay,

2014; Bush and Burgess, 2014). All of these models require a

running speed signal to code for movement through space,

although the mechanisms employed to generate grid cell firing

differ in a number of key respects across models. The speed

signal is generally modeled with oscillatory activity that varies

in frequency as a function of running speed or a firing rate that

varies linearly as a function of running speed in oscillatory inter-

ference and attractor dynamics models, respectively. Recent

modeling work from our lab has also suggested that MEC inter-

neurons with either speed modulation of intrinsic oscillatory fre-

quency or firing rates may be responsible for speed coding in

MEC and thus be critical for the generation of grid cells (Has-

selmo and Shay, 2014).

The two signals necessary for path integration computations

have been experimentally demonstrated to be present in MEC.

Neurons coding for head direction (HD) arise in an ascending

circuit, beginning in the lateral mammillary nucleus that ulti-

mately reaches MEC (Taube, 2007; Sargolini et al., 2006). The

disruption of HD input to MEC disrupts grid cell spatial period-

icity, as predicted by computational models (Winter et al.,

2015). Speed-modulated activity is present in a diverse set of

brain regions, including MEC (Sargolini et al., 2006; Jeewajee

et al., 2008; Wills et al., 2012), with a recent report demon-

strating a dedicated group of speed cells in MEC cells that

code running speed through their firing rates (Kropff et al.,

2015). Speed signals have been shown in MEC principal neu-

rons as increases in firing rates as a function of running speed

(Sargolini et al., 2006; Wills et al., 2012; Kropff et al., 2015), and

similarly in MEC interneurons (Buetfering et al., 2014; Kropff

et al., 2015). In addition, the intrinsic theta frequency oscillatory

firing of MEC grid cells is positively modulated by running speed

(Jeewajee et al., 2008), while similar information is not currently

available for MEC interneurons. It is currently not known

whether the increases in firing rate and theta oscillatory fre-

quency as a function of running speed are different physiolog-

ical manifestations of the same speed signal impinging upon

MEC circuits or dissociable signals with potentially different

anatomical substrates. In fact, to date the anatomical pathways

by which running speed information reaches MEC circuits have

yet to be elucidated.

The medial septum (MS) is well positioned anatomically to in-

fluence the ongoing activity of neurons throughout the entorhinal
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cortex since it projects across the entire dorso-ventral axis

(Alonso and Köhler, 1984). Theta oscillations in the local field

potential (LFP) throughout the hippocampal formation, which

are dependent upon the MS (Winson, 1978; Mitchell et al.,

1982; Mizumori et al., 1990; Buzsáki, 2002), have long been

linked to locomotor behavior (Vanderwolf, 1969). The frequency

of theta oscillations throughout the entorhinal cortex and hippo-

campus is positively modulated by running speed (Rivas et al.,

1996; S1awi�nska and Kasicki, 1998; Jeewajee et al., 2008; Hin-

man et al., 2011). Several classes of theta phase-locked inter-

neurons in the hippocampus have speed-modulated firing rates,

while several additional classes of hippocampal interneurons

that are not theta phase locked lack speed-modulated firing

rates (Czurkó et al., 2011). Within the MS itself, neurons have

firing rates that vary as a function of running speed (Zhou

et al., 1999), and the theta rhythmic burst frequency of MS neu-

rons ismodulated by running speed (King et al., 1998; Zhou et al.,

1999; Welday et al., 2011), with a subpopulation of these cells

also exhibiting head directional tuning (King et al., 1998; Zhou

et al., 1999). Additionally, glutamatergic neurons in MS are

strongly linked to locomotor behavior, as optogenetic stimula-

tion has been shown to induce running behavior and to be

responsible for the running speed modulation of the firing rates

of neurons in the hippocampus (Fuhrmann et al., 2015). Thus,

both anatomical and physiological data point to MS as a poten-

tial substrate by which the speed signal necessary for normal

grid cell firing reaches MEC.

RESULTS

Linear and Saturating Increases in Firing Rate
Running speed information is critical to models of grid cell gen-

eration, which generally employ a positive linear running speed

signal. Thus, we first sought to identify the nature by which the

firing rates of MEC neurons respond as a function of running

speed. A total of 332 cells were recorded from MEC as rats

foraged in an open-field environment, which included grid cells

(n = 45), conjunctive grid-by-head direction cells (n = 20), HD

cells (n = 157), border cells (n = 14), spatially uncharacterized

cells (n = 65), and interneurons (n = 31). Many MEC neurons’

firing rates increase as a function of running speed (Sargolini

et al., 2006; Wills et al., 2012; Kropff et al., 2015), and this

increase appeared linear in response to running speed in

numerous neurons, although many neurons appeared to have

firing rates that plateaued after the animal reached moderate

speeds and thus were not fit well with a linear function. There-

fore, we employed a maximum likelihood estimation approach

to parametrically optimize the fit between running speed and

firing rate to both a linear and saturating exponential curve for

each cell separately. For both fits, we conducted an F test

comparing each fit to a uniform fit with the p value threshold

for the F tests set based on a spike shuffling procedure such

that greater than 99% of a shuffled p value distribution lay above

those of the cells we identified as significantly speed modulated.

Next, we performed a nested model comparison between the

two fits, using an F test with a linear fit as the null hypothesis.

This required the saturating exponential model to reduce the

error of the fit enough to justify the additional terms of the satu-
rating exponential function. The result of this approach was the

determination for each cell of whether (1) its firing rate was sta-

tistically significantly modulated by running speed and (2) it

was significantly better fit with a saturating exponential function

than a linear function (Figures 1A and 1B). This approach was

applied using a point estimate on spikes temporally binned to in-

dividual video frames (�33 ms) of all behavioral epochs with a

running speed greater than 2 cm s�1 in order to ensure that we

did not incorrectly identify firing rate changes due to behavioral

state as changes due to running speed.

Overall, �78% of MEC neurons had firing rates that were

significantly modulated by running speed (260 out of 332 total

MEC cells), with the majority of each cell type showing statisti-

cally significant modulation of firing rate by running speed

(Figure 1C; grid, 31/45; conjunctive, 16/20; HD, 127/157; unchar-

acterized, 47/65; interneuron, 28/31). We identified similar pro-

portions of speed-modulated neurons through the use of multi-

ple different approaches, including by binning the data based

on running speed (�70%), as has been previously reported

(McNaughton et al., 1983;Wills et al., 2012; Figure S1A, available

online), as well as through the use of only linear regression on

temporal bins and a shuffling procedure for the determination

of significant speed modulation (�65% with r values < 1st

percentile or >99th percentile; Kropff et al., 2015; Figures S1B

and S1E). The use of speed bins appears to overestimate the

strength of the relationship between firing rate and running

speed (Figures S1D–S1F), likely due to averaging out variability

in the firing rate dependent on other factors, but the best-fit func-

tions obtained using temporal and speed bins were very similar.

Both the slopes and y-intercepts estimated by the two methods

were highly correlated (slope, r = 0.87, p < 13 10�10; y-intercept,

r = 0.98, p < 13 10�10; Figures S1G and S1H), although the use

of temporal bins resulted in slightly lower slopes (Wilcoxon

signed-rank test; p < 5 3 10�8) and slightly higher y-intercepts

(Wilcoxon signed-rank test; p < 1 3 10�10) than those obtained

through the use of speed bins. The correspondence between

the two approaches can be seen in each plot of firing rate versus

running speed throughout the paper (Figures 1A, 1B, 2E, 3A–3D,

5B, 6B, and 6C), which show the best-fit line and confidence

intervals based on temporal binning (light red or light blue) over-

laid on the estimated firing rate and confidence intervals based

on binning the data using running speed bins (black dots and

gray shading).

The path integration mechanisms employed in grid cell

models require the running speed signal to be linear in nature,

which previous accounts of speed modulation have generally

assumed rather than explicitly tested. Of the 260 cells identified

as having significant speed modulation of their firing rate, the

majority were actually better fit using a saturating exponential

(which we refer to as ‘‘saturating cells’’) function rather than a

linear function (Figure 1C; 145 of 260). Similar proportions of

saturating and linear cells were identified for each putative prin-

cipal cell type (Figure 1C; grid, 36% saturating/33% linear;

conjunctive, 35% saturating/45% linear; HD, 44% saturating/

37% linear; uncharacterized, 37% saturated/35% linear). For in-

terneurons, an overwhelming majority were better fit with the

saturating exponential function rather than the linear function

(Figure 1C; interneuron, 77% saturating/13% linear). Overall,
Neuron 91, 666–679, August 3, 2016 667
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Figure 1. Linear and Saturating Coding of Running Speed by the Firing Rate of MEC Neurons

(A) Spatial rate map (left), HD polar plot (middle), and firing rate versus running speed plot (right) for a grid cell, conjunctive cell, HD cell, uncharacterized cell, and

interneuron (top to bottom) that linearly code running speed. Each plot shows the best-fit function with confidence intervals (blue and red for linear and saturating

cells, respectively), as obtained using maximum likelihood estimation on temporal bins, and also shows the mean value of running speed bins (black dots) and

associated confidence intervals (gray). The inset values in each plot are the pseudo-r2 values for the linear (L) and saturating (S) fits.

(B) Same as in (A), but for saturating cells.

(C) Proportions of each cell type coding running speed linearly and exponentially. The values indicate the number of cells.

(D) Mean ± SEM firing rate pseudo-r2 values for linear and saturating cells. *p < 0.005.
saturating cells had higher firing rate pseudo-r2 values than

linear cells (Figure 1D; Wilcoxon rank-sum test, p < 0.005),

although this appeared to be primarily mediated by interneu-

rons, as they were the only cell type to show a difference be-

tween the firing rate pseudo-r2 values for saturating and linear

cells (Figure 1D; Wilcoxon rank-sum test, p < 0.01). Thus, the

vast majority of neurons in MEC have speed-modulated firing

rates, but the firing rates of most speed-modulated neurons

saturate and therefore do not linearly follow running speed

across the full range of behaviorally manifested running speeds,

and this did not result from the animal reaching higher maximum

speeds during sessions where saturating cells were identified

(Wilcoxon rank-sum test, not significant [n.s.]; Figures S1I and

S1J).

Having statistically identified speed-modulated neurons,

whether linear or saturating, we next sought to confirm the pos-

itive nature of the relationship between firing rate and running

speed, as has been previously observed (Sargolini et al., 2006).

We calculated the speed modulation of each significantly

speed-modulated cell as the difference between the firing rate

predicted by the best-fit line (either linear or saturating) at the

maximum and minimum running speed divided by the difference

in maximum and minimum running speed. Overall, the speed

modulation of firing rates of MEC neurons was positive (Fig-

ure 2A; Wilcoxon signed-rank test, p < 1 3 10�10), which was

the case for each individual cell type as well (Figure 2A; Wilcoxon
668 Neuron 91, 666–679, August 3, 2016
signed-rank test; grid, p < 1 3 10�6; conjunctive, p < 0.0005;

HD, p < 1 3 10�9; uncharacterized, p < 1 3 10�7; interneuron,

p < 13 10�5). Themedian predicted firing rate when the animal’s

speed goes to zero (y-intercept) was also positive for the speed-

modulated MEC cells (Figure 2B; Wilcoxon signed-rank test,

p < 1 3 10�10), as well as for each individual cell type (Fig-

ure 2B; Wilcoxon signed-rank test; grid, p < 1 3 10�6; conjunc-

tive, p < 0.0005; HD, p < 1 3 10�10; uncharacterized, p < 0.001;

interneuron, p < 1 3 10�5). The interneurons appeared to

have greater variability of their slopes and y-intercepts,

which may be due to the fact that there is a great deal of het-

erogeneity in mean firing rate among molecularly distinct inter-

neurons that cannot be differentiated based on extracellular

recordings.

Despite the average positive nature of the speedmodulation of

MEC cells, a sizable proportion actually show negative speed

modulation (Figures 2C–2E; 42/260 = 16%). This facet of speed

modulation inMEC is especially apparent when considering the r

values for the relationship between firing rate and running speed,

as cells can be seen to fall on either side of zero (Figure 2C). The

majority of cells have a strong, positive relationship between

firing rate and running speed, yet the negatively speed-modu-

lated cells also appear to have a strong relationship between

firing rate and running speed, albeit in the opposite direction.

The positively speed-modulated cells have a slightly stronger

relationship between firing rate and running speed than the
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Figure 2. A Subset of Negatively Speed-Modulated MEC Cells

(A) Distributions of the slope between firing rate and running speed.

(B) Distributions of y-intercepts of relationship between firing rate and running speed.

(C) Distributions of r values between firing rate and running speed.

(D) Proportion of positively and negatively speed-modulated cells.

(E) HD polar plots (top) and firing rate versus running speed plots (bottom) for five HD cells with significant firing rate speed modulation, but with varying

magnitudes and polarities of speed modulation. The inset value in each plot is the firing rate pseudo-r2 value for the linear fit.
negatively modulated cells (positive cells, median pseudo r2 =

0.007; negative cells, median pseudo-r2 = 0.003; Wilcoxon

rank-sum test, p < 1 3 10�6). The majority of negatively modu-

lated cells were HD cells (26 out of 42 negatively modulated

cells), although negative speed modulation was not restricted

to HD cells, and there was no apparent relationship between

the strength of head directional tuning and the direction or de-

gree of speedmodulation (Figure 2E). Cells carrying this negative

firing rate speed signal were recorded simultaneously on the

same tetrode with cells carrying the positive firing rate speed

signal, so both speed signals are present in highly localized areas

within MEC.

Increased Theta Oscillatory Frequency as a Function of
Running Speed
In addition to the firing rate of MEC neurons being modulated by

running speed, the amplitude and frequency of theta rhythmicity
throughout the hippocampal formation is also positively modu-

lated by running speed both in the LFP (McFarland et al., 1975;

S1awi�nska and Kasicki, 1998; Hinman et al., 2011) and the

spiking of individual neurons (Jeewajee et al., 2008; Maurer

et al., 2005; Welday et al., 2011; Stensola et al., 2012; Figures

3A–3D). Recent simulations of the generation of grid cells either

assume or generate interneuron firing properties with speed-

modulated theta frequency spiking that induces rebound spiking

in grid cells (Hasselmo and Shay, 2014; Hasselmo, 2013). Here

we employed a recently developed technique utilizing maximum

likelihood estimation to determine attributes of theta rhythmic

firing (Climer et al., 2015), such asmodulation depth and intrinsic

frequency, and we conditionalized these features of rhythmicity

on running speed. This provides information regarding the

manner in which theta rhythmic firing varies as a function of

running speed. Overall, the majority of MEC cells exhibited sig-

nificant theta rhythmic spiking irrespective of speed (all MEC,
Neuron 91, 666–679, August 3, 2016 669
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Figure 3. Speed Modulation of Oscillatory Theta Frequency

(A–D) Three plots are shown each for example grid cells (A), conjunctive cells (B), HD cells (C), and interneurons (D). Traditional autocorrelations showing theta

rhythmicity (top left plot), spike time lags as a function of running speed (the value at the top right corner of each plot indicates themaximumconditional probability

of firing [red] shown in the plot with the sum of each running speed row equaling a conditional probability of 1) (bottom left plot), and firing rate versus running

speed (right).

(Ai–Di) Grid cells (Ai), conjunctive cells (Bi), HD cells (Ci), and interneurons (Di) with positive linear relationships between firing rate and running speed.

(Aii–Dii) Grid cells (Aii), conjunctive cells (Bii), HD cells (Cii), and interneurons (Dii) with saturating relationships between firing rate and running speed.

(Ciii and Diii) HD cells (Ciii) and interneurons (Diii) with negative linear relationships between firing rate and running speed.

(E) The proportion of cells with significant theta modulation.

(F) The proportion of theta rhythmic neurons with significantly speed-modulated oscillatory frequencies.

(G) The mean ± SEM slope of the relationship between oscillatory frequency and running speed.

(H) The mean ± SEM r value of the relationship between oscillatory frequency and running speed.

(I) There is no relationship between the firing rate versus running speed slopes and the oscillatory frequency versus running speed slopes.

(J) There is no relationship between the firing rate pseudo-r2 values and the oscillatory frequency pseudo-r2 values.
235/322; Figure 3E), with 65 out of the 235 theta rhythmic cells

displaying theta cycle skipping (Brandon et al., 2013), and this

was the case for each individual cell type as well (grid, 40/45;

conjunctive, 18/20; HD, 90/157; uncharacterized, 47/65; inter-

neuron, 30/31; Figure 3E). Among significantly theta rhythmic

cells, the depth of theta modulation varied as a function of

running speed in nearly half of the cells (109 out of 235 theta-

rhythmic cells; Figure S2A), indicating that these cells become
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more theta rhythmic at higher running speeds. This parallels

previous reports that the amplitude of LFP theta oscillations

increases with running speed at sites within the hippocampal

formation (Hinman et al., 2011; Long et al., 2014). A majority of

theta rhythmic cells also had oscillatory frequencies that signifi-

cantly varied as a function of running speed (139 out of 244

theta rhythmic cells; Figure 3F), with a majority of each cell

type following the same pattern (grid, 20/40; conjunctive,



13/18; HD, 50/90; uncharacterized, 26/47; interneuron, 26/30;

Figure 3F). This is displayed in the plots (Figures 3A–3D) as a

decrease in the lags in the peaks of the autocorrelation as a func-

tion of running speed, which, when converted to frequency,

yields a positive slope between running speed and theta fre-

quency (conversion not done for individual examples), as has

been previously observed in both the LFP and single cells.

Each cell type had mean positive r values and slopes between

oscillatory frequency and running speed (Figures 3G and 3H),

which result in approximately 0.25–0.675 Hz changes in oscilla-

tory frequency across a typical behavioral range of running

speeds (e.g., 50 cm s�1). Note that this small magnitude of fre-

quency change matches the scale required in computational

models of grid cells.

As different models of grid cell firing have employed firing rate

and oscillatory-frequency speed signals and both signals are

present in MEC, we next asked whether the two speed signals

are related to each other within individual cells. Since both the

firing rate and oscillatory speed signals are positive on average,

we investigated whether they are just different physiological

manifestations of the same speed signal. The slope between

oscillatory theta frequency and running speed is independent

of each cell’s slope between firing rate and running speed (Fig-

ures 3A–3D and 3I), with the correlation between the two slopes

being non-significant for the entire population of speed-modu-

lated cells (Figure 3I; r = 0.01, n.s.), as well as when each cell

type was considered on its own (Figure S2H; grid, r = �0.21,

n.s.; conjunctive, r = 0.41, n.s.; HD, r = 0.17, n.s.; uncharacter-

ized, r = 0.01, n.s.; interneuron, r = �0.03, n.s.). Additionally,

there was no relationship between the pseudo-r2 values for the

firing rate and oscillatory speed signals among all speed-modu-

lated cells (Figure 3J; r = 0.15, n.s.) or for any of the cell types on

their own (Figure S2I; grid, r = 0.21, n.s.; conjunctive, r = �0.31,

n.s.; HD, r = 0.15, n.s.; uncharacterized, r = �0.08, n.s.; inter-

neuron, r = 0.12, n.s.). The same pattern held when comparing

the slopes and pseudo-r2 values for the depth of theta modula-

tion versus running speed and the firing rate versus running

speed slopes and pseudo-r2 values (Figures S2D–S2G), with

all comparisons yielding non-significant correlations. Thus,

the manner in which a cell’s firing rate and intrinsic theta fre-

quency vary as a function of running speed is unrelated, suggest-

ing that firing rate and oscillatory frequency are independent

cellular properties and their two respective speed signals are

dissociable.

Theta Phase of Spiking
Given that the oscillatory frequency of MEC neurons increases

as a function of running speed, the increase in firing rate

observed in most neurons could potentially be a result of a

greater number of theta cycles occurring per second with the

same number of spikes within each cycle. Therefore, we investi-

gated whether the number of spikes occurring within each theta

cycle varies as a function of running speed for those cells that

were identified as having significantly speed-modulated firing

rates. Just as there was a mean positive relationship between

firing rate and running speed, there was a mean positive slope

between the number of spikes per theta cycle (SPC) and running

speed for the overall set of speed-modulated neurons (Figure 4A;
Wilcoxon signed-rank test, p < 13 10�10), as well as for each in-

dividual MEC cell type (Figure 4A; Wilcoxon signed-rank test;

grid, p < 1 3 10�5; conjunctive, p < 0.001; HD, p < 0.0005; un-

characterized, p < 0.0005; interneuron, p < 0.0005). Additionally,

there was a strong relationship between firing rate versus

running speed slopes and the SPC versus running speed slopes

(Figure 4B; all speed modulated, r = 0.84, p < 1 3 10�10; grid,

r = 0.82, p < 1 3 10�06; conjunctive, r = 0.88, p < 1 3 10�05;

HD, r = 0.79, p < 1 3 10�10; uncharacterized, r = 0.86, p < 1 3

10�10; interneuron, r = 0.71, p < 0.0001), and there was no rela-

tionship between the slope of SPC versus running speed and the

slope of theta oscillatory frequency versus running speed (all

speedmodulated, r =�0.04, n.s.; grid, r = 0.26, n.s.; conjunctive,

r = 0.18, n.s.; HD, r = 0.03, n.s.; uncharacterized, r = �0.27, n.s.;

interneuron, r = 0.18, n.s.). This indicates that the change in firing

rate as a function of running speed is not a reflection of the

greater number of theta cycles per second occurring as an

animal moves faster, thus further supporting the dissociation

between the firing rate and oscillatory speed signals.

Neurons throughout the hippocampal formation and related

structures have been shown to spike at selective phases of

LFP theta rhythm (i.e., theta phase locking; Fox et al., 1986;

Csicsvari et al., 1999; Mizuseki et al., 2009). The overwhelming

majority of neurons were theta phase locked (257 out of 282

MEC neurons = 91%; grid, 34/38; conjunctive, 20/20; HD,

111/124; uncharacterized, 51/58; interneuron, 30/30). Since

the number of spikes per theta cycle and the depth of theta

modulation change as a function of running speed, we asked

whether the preferred theta phase of firing and strength of theta

phase locking vary as a function of running speed. Linear-circu-

lar correlations (Kempter et al., 2012) between the theta phase

of spikes and running speed were computed for each theta

phase-locked neuron (Figure 4C). No cells were found to have

significant correlations, thus indicating that the preferred theta

phase of firing does not vary as a function of running speed in

MEC neurons. While the preferred theta phase of firing does

not vary according to running speed, the strength of theta phase

locking (mean resultant length, MRL) increases as an animal

runs faster (Figure 4D). Most theta phase-locked cells had

significant correlations between MRL and running speed (201

out of 257 = 78%), with all but two cells having a positive

slope between MRL and running speed (Figure 4E). So despite

variation in firing rate, depth of theta modulation, and oscillatory

frequency as a function of running speed, MEC neurons do not

show changes in preferred theta phase of firing according to

running speed, but do become theta phase locked at faster

running speeds.

Enhanced Firing Rate Speed Signal in the Absence of
MS Input
The MS is well positioned to provide a speed signal to MEC and

has been shown to be responsible for speed modulation of CA1

firing rates (Fuhrmann et al., 2015). Therefore, we tested whether

theMS is responsible for propagating the speed signal present in

MEC neuron firing rates by analyzing the data during pharmaco-

logical inactivation of MS during the recording of speed-modu-

lated MEC neurons. The total proportion of MEC neurons with

significantly speed-modulated firing rates did not change during
Neuron 91, 666–679, August 3, 2016 671
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Figure 4. Increased Phase Locking as a Function of Running Speed

(A) Distributions of the slope between the number of spikes per theta cycle and running speed.

(B) Scatterplots showing the strong relationship between the SPC versus running speed slopes and the firing rate versus running speed slopes. The red line in

each plot is the regression line.

(C) Theta phase of spiking versus running speed for example cells. The circular-linear best-fit line is in red and the shaded region is the circular SD of spiking at

each running speed.

(D) Mean resultant length (phase locking) versus running speed for each of the cells in (C).

(E) Population distributions of slopes between mean resultant length and running speed. Virtually all cells have a positive slope between phase locking and

running speed.
MS inactivation or the first recovery session (Figure 5A; MS inac-

tivation, chi-square = 0.51, n.s.; 3–6 hr recovery, chi-square =

0.98, n.s.), nor did the proportion of linear and saturating cells

(MS inactivation, chi-square = 0.04, n.s.; 3–6 hr recovery, chi-

square = 0.82, n.s.), although there was a slight reduction in

the proportion of speed-modulated cells during the 24 hr recov-

ery session (chi-square = 5.75, p < 0.05). Given that the same

proportion of cells is significantly speed modulated during MS

inactivations, we next asked whether the strength of speed

modulation changes. Surprisingly, speed modulation of MEC

neuron firing rates became stronger during MS inactivation, as

indicated by increased pseudo-r2 values during MS inactivation

as compared to baseline recordings for all MEC cells with signif-
672 Neuron 91, 666–679, August 3, 2016
icant speed modulation (Wilcoxon signed-rank test, p = 1.57 3

10�05; Figures 5B and 5C). Each cell type appeared to display

a similar pattern of increased pseudo-r2 values during MS inac-

tivation, although subsequent statistical testing demonstrated

that grid cells, uncharacterized cells, and interneurons were

the only cell types to significantly increase duringMS inactivation

(Wilcoxon signed-rank test; grid, p < 0.05; conjunctive, n.s.; HD,

n.s.; uncharacterized, p < 0.005; interneuron, p < 0.05; Fig-

ure 5C). The change in the pseudo-r2 values appeared to result

from a strengthening of the relationship between firing rate and

running speed, as there was no significant change in the slope

of the relationship (Figure S3B; Wilcoxon signed-rank test;

all speed modulated, n.s.; grid, n.s.; conjunctive, n.s.; HD, n.s.;



C
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Figure 5. Enhanced Firing Rate Speed Signal during MS Inactivation

(A) Proportion of significantly speed-modulated MEC cells does not change during MS inactivation.

(B) Spatial ratemaps (maximum firing rate [Hz] indicated above eachmap), HD polar plots (maximum radial axis limit [Hz] indicated in top right corner of each plot),

and firing rate versus running speed plots with inset firing rate pseudo-r2 values (top to bottom) during the baseline recording (left) and MS inactivation recording

that commenced about 15 min after the end of the infusion (right) for an example cell.

(C) Mean ± SEM firing rate pseudo-r2 values across each recording session showing an increase in the strength of firing rate speed modulation during MS

inactivation. *p < 0.05, **p < 0.005, ***p < 0.0005.
uncharacterized, n.s.; interneuron, n.s.), although considering

the saturating and linear separately indicated that there was a

significant increase in the slopes of the linear cells and no change

in the saturating cells (Wilcoxon signed-rank test; linear, p < 0.05;

saturating, n.s.; Figure S3B). As has previously been reported

(Brandon et al., 2011), the firing rate of grid cells decreased dur-

ing MS inactivation, while the firing rates of the other putative

principal cell types were unaffected (see Figure 3 in Brandon

et al., 2011). Similarly to grid cells, interneuron firing rates also

decreased during MS inactivation (Wilcoxon signed-rank test,

p < 1 3 10�5; Figure S3A). The decrease in mean firing rate

was the likely cause of a decrease observed in the y-intercept

of the relationship between firing rate and running speed

(Figure S3C; Wilcoxon signed-rank test; all speed modulated,

p < 8.52 3 10�5), which was restricted to interneurons (grid,

n.s.; conjunctive, n.s.; HD, n.s.; uncharacterized, n.s.; inter-

neuron, p < 0.0005). In summary, in the absence of MS input,

firing rates of MEC neurons become more strongly modulated

by running speed.

DisruptedOscillatory Speed Signal in the Absence ofMS
Input
When MS is inactivated, there is a substantial decrease in theta

rhythmicity in the LFP, yet a surprising number of individual

MEC cells retain theta rhythmicity in their spike trains (Brandon

et al., 2011, 2013). In the cells examined during MS inactivation,
there is a clear loss of theta rhythmicity in some cells, resulting

in a decrease in the proportion of significantly theta rhythmic

neurons during MS inactivation that return to baseline levels

during recovery recordings (Figures 6A and 6B; MS inactivation,

chi-square = 16.66, p < 0.00005; 3–6 hr recovery, chi-square =

0.17, n.s.; 24 hr recovery, chi-square = 0.01, n.s.). Despite the

decrease in the proportion of theta rhythmic neurons, a majority

of MEC cells actually retained theta rhythmicity during MS inac-

tivation (73 out of 141 MEC cells; Figures 6A and 6C). Given that

the firing rate speed signal remains present in MEC neurons

during MS inactivation, we asked whether the cells that remain

theta rhythmic during MS inactivation continue to have that

oscillatory activity positively modulated by running speed. The

proportion of theta rhythmic cells with speed-modulated fre-

quencies did not significantly change during MS inactivation

or either recovery session (Figure 6A; MS inactivation, chi-

square = 2.21, n.s.; 3–6 hr recovery, chi-square = 0.01, n.s.;

24 hr recovery, chi-square = 0.14, n.s.), yet unlike the firing-

rate speed signal that showed increased pseudo-r2 values dur-

ing MS inactivation, the pseudo-r2 values for the oscillatory

speed signal were reduced during MS inactivation among cells

that remained theta rhythmic (Figure 6D; Wilcoxon signed-rank

test, p < 0.0005), suggesting a decrement in the oscillatory

speed signal in the absence of MS input. A similar pattern

was observed for each individual cell type, although only the in-

terneurons showed a statistically significant decrease during
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Figure 6. Disruption of Oscillatory Speed Signal during MS Inactivation

(A) The proportion of significantly theta rhythmic cells (top) and the proportion of theta rhythmic cells with significantly speed-modulated oscillatory frequencies

(bottom).

(B) Traditional spike time autocorrelation (top), density plot of spike time lags as a function of running speed (the value at the top right corner of each plot indicates

the maximum conditional probability of firing [red] shown in the plot and the sum of each running speed row equals a conditional probability of 1) (middle), and

firing rate versus running speed plot (bottom) for an example interneuron.

(C) Same plots as in (B), but for an interneuron that remains theta rhythmic during MS inactivation.

(D) Mean ± SEM pseudo-r2 values between oscillatory frequency and running speed for all theta rhythmic cells, and broken down by each individual cell type

as well.

(E) Lack of a relationship between the change in firing rate pseudo-r2 values and the change in oscillatory frequency pseudo-r2 values between baseline and MS

inactivation for all cell types. *p < 0.05, **p < 0.0005.
MS inactivation (Figure 6D; Wilcoxon signed-rank test, p <

0.05). The variation of the depth of theta modulation as a

function of running speed was also decreased similarly to the

modulation of frequency during MS inactivation among all

theta rhythmic cells (Figure S4A; Wilcoxon signed-rank test,

p < 0.005) and again only among the interneurons when each

cell type is considered individually (Wilcoxon signed-rank test,

p < 0.05). Overall, the strength of the coupling between oscilla-

tory frequency and oscillatory amplitude and running speed is

decreased during MS inactivation.

The slopes and r values for the firing rate and oscillatory speed

signals were shown above not to be related to each other, and

the two speed signals also respond in opposite directions to

the removal of MS input, so we further confirmed the indepen-

dence of the two signals by investigating whether any relation-
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ship exists between each cell’s firing rate speed signal change

and oscillatory speed signal change during MS inactivation. It

is clear that the two signals are independent simply by the fact

that there is a group of cells that lose theta rhythmicity, and the

associated oscillatory speed signal, during MS inactivation, but

have an enhanced firing rate speed signal (Figure 6B). A majority

of cells that lose theta rhythmicity have either increased firing

rate versus running speed pseudo-r2 values (52%) or transition

from having non-significant firing rate versus running speed rela-

tionships to significant relationships (9%) during MS inactivation

(Figure S4B). Additionally, the cells that lose theta rhythmicity

have significantly increased firing rate versus running speed

pseudo-r2 values during MS inactivation, similar to the overall

population of speed-modulated cells (Wilcoxon signed-rank

test, p < 0.005; Figure S4C). Yet even among cells that retain



theta rhythmicity, there is no relationship between how their

oscillatory speed signal and firing speed signal changes (Figures

6C and 6E). Correlations between the change in pseudo-r2,

r value, or slope for the firing rate and oscillatory frequency

speed signals were all non-significant across cell types (Figures

6E, S4F, and S4G), and the same was also true when comparing

the changes to depth of theta modulation versus running speed

and the firing rate speed signal changes (Figures S4D and S4E).

Thus, there is not only a lack of any baseline relationship

between the firing rate and oscillatory speed signals, but the

two signals do not manifest related changes in response to MS

inactivation.

DISCUSSION

Multiple Speed Signals in MEC
If an animal is navigating on the basis of path integration, the

internal representation of its location within an environment

needs to be continuously updated based on the combined in-

formation of the speed and direction of movements. Models

of grid cells generally employ path-integration mechanisms in

order to generate regularly repeating spatial firing fields, and

these models traditionally require directional and linear speed

information (McNaughton et al., 2006; Fuhs and Touretzky,

2006; Burgess et al., 2007; Hasselmo, 2008; Blair et al., 2008;

Burak and Fiete, 2009). Both speed and directional information

have been shown to be present in MEC (Sargolini et al., 2006;

Wills et al., 2012; Brandon et al., 2013; Kropff et al., 2015).

The current work detailed the multiple ways in which MEC

neurons respond to running speed. First, the firing rates of

the majority of MEC neurons are significantly modulated by

the running speed of the animal, yet the majority of those cells

had firing rates that saturate rather than linearly tracking

running speed, and a sizable percentage (16%) is actually

negatively modulated by running speed. Second, the majority

of theta rhythmic MEC cells have an oscillatory frequency that

is modulated by running speed. Third, there is no consistent

relationship between the firing rate and oscillatory frequency

speed signals, suggesting the two running speed signals to

be independent. Fourth, inactivation of MS resulted in an in-

crease in the strength of the relationship between firing rate

and running speed, and fifth, the strength of the speed modu-

lation of oscillatory frequency by running speed was reduced

by the same MS inactivation. The results from the MS inactiva-

tion experiments provide further evidence for the independence

of the two commonly employed speed signals in grid cell

models and additionally help to build our understanding of the

pathways by which running speed information may (or may

not) reach MEC circuits.

While all path-integration-based computational models of

grid cell generation require a speed signal, they differ in the

physiological expression of that signal. Attractor network

models generally include a firing rate-based speed signal.

This type of speed signal has found support among multiple re-

ports demonstrating the speed modulation of the firing rates of

various MEC neurons (Sargolini et al., 2006; Wills et al., 2012;

Kropff et al., 2015), most notably the recent report showing

the existence of a dedicated group of speed cells in MEC
(Kropff et al., 2015). In order to generate equally spaced and

stably positioned grid firing fields, the speed signal must be

linear, which is a critical aspect, as non-linearities in the speed

signal will result in the accumulation of error in a path inte-

grator. By explicitly fitting the relationship between firing rate

and running speed with both a linear and non-linear function,

we show that there are cells present in MEC that meet the ne-

cessity of coding running speed linearly, despite the majority of

cells saturating at moderate running speeds and thus coding

running speed non-linearly. This is an important facet of MEC

speed coding for future studies to consider, as most of the cells

identified as having a non-linear relationship between firing rate

and running speed could be misidentified as having a linear

relationship if only a linear fit is employed. Excluding those cells

that code running speed non-linearly, there are clearly still cells

that fulfill the requirement of responding linearly, and a number

of those cells do not have a spatial correlate, including both pu-

tative uncharacterized principal cells and interneurons. While

the current work is unable to assess the context invariance of

the speed coding of these cells, as was shown for speed cells

(Kropff et al., 2015), it is likely that at least some of the unchar-

acterized cells and interneurons with linearly responding firing

rates are speed cells. In addition to identifying putative positive

speed cells, we also found a sizable proportion of negatively

speed-modulated cells (16%). This is an intriguing property

given recent work on the presence of negatively speed-modu-

lated cells in CA2 that code for space during immobility (Kay

et al., 2016) and thus could be recipients of input from nega-

tively speed-modulated MEC cells via entorhinal-hippocampal

synapses (Chevaleyre and Siegelbaum, 2010) or alternatively

could provide negatively speed-modulated output back to

MEC via hippocampal-entorhinal projections (Rowland et al.,

2013).

Unlike attractor dynamic models of grid cells, oscillatory

interference models generally employ a speed signal present

in the oscillatory frequency of cell spiking rhythmicity. The

oscillatory theta frequency of cells has previously been

shown to increase as a function of running speed in MEC (Jee-

wajee et al., 2008; Brandon et al., 2013), hippocampus (Geisler

et al., 2007; Welday et al., 2011), MS (King et al., 1998; Welday

et al., 2011),and anterior thalamus (Welday et al., 2011), as well

as the frequency of LFP theta oscillations throughout the hippo-

campal formation (Rivas et al., 1996; S1awi�nska and Kasicki,

1998; Jeewajee et al., 2008; Hinman et al., 2011). The current

findings further support the speed-dependent variation of oscil-

latory theta frequency of single-cell spiking through the use of a

novel maximum likelihood estimation approach to identifying

variation in rhythmic properties as a function of running speed.

This technique allows for the examination of continuous

behavioral segments and is more robust in detecting significant

rhythmicity with lower spike counts than previously employed

approaches (Climer et al., 2015). A majority of the theta rhyth-

mic MEC cells had oscillatory frequencies that significantly

varied according to running speed, which included cells of

every subtype considered (Figure 3), and the slope of the rela-

tionship matched that typically employed by oscillatory interfer-

ence models. Virtually all interneurons had speed-modulated

oscillatory frequencies, which lends support to recent grid
Neuron 91, 666–679, August 3, 2016 675



cell modeling work that employed theta rhythmic inhibition from

MEC interneurons to grid cells that has a speed-modulated fre-

quency as a mechanism for coding running speed (Hasselmo

and Shay, 2014).

Given that both the firing rate and oscillatory frequency of

MEC neurons generally showed increases as a function of

running speed, we addressed the question as to whether

perhaps the speed-dependent firing rate and oscillatory fre-

quency changes within a single cell were related physiological

manifestations of a single running speed signal impinging

upon MEC circuits. This was not the case, as there was no cor-

relation between the manner in which a cell’s firing rate and

oscillatory frequency varied as a function of running speed.

The independence of the two signals was further supported

by the opposite direction of the changes in the strength of

each signal during MS inactivation, with the firing rate speed

signal becoming stronger and the oscillatory frequency speed

signal becoming weaker across the overall population. Two crit-

ical questions are raised by the effects of MS inactivation on the

two speed signals. First, what is the function of each speed

signal given that they are simultaneously present within the

same circuit, and can we identify whether one or the other is

necessary for the generation of grid cells? It is difficult to

conceptualize a system in which both speed signals operate

simultaneously within the same circuit for the same purpose,

whether that is generating grid cells or not. Second, given that

neither speed signal was abolished during MS inactivations,

by what anatomical pathway does running speed information

reach MEC? Below, we discuss each of these questions, with

the latter addressed first, followed by the former.

Locomotion-modulated firing rates have been observed in an

overwhelmingly large number of cortical and subcortical struc-

tures (outside of motor generation regions), including primary

visual cortex (Niell and Stryker, 2010), primary auditory cortex

(Fu et al., 2014), barrel cortex (Fu et al., 2014), retrosplenial cor-

tex (Cho and Sharp, 2001), posterior parietal cortex (Whitlock

et al., 2012), postrhinal cortex (Furtak et al., 2012), entorhinal

cortex (Sargolini et al., 2006; Wills et al., 2012; Kropff et al.,

2015), striatum (Yeshenko et al., 2004), medial and lateral

septum (King et al., 1998; Zhou et al., 1999), lateral hypothala-

mus (Bender et al., 2015), and the hippocampus (McNaughton

et al., 1983). It is difficult to identify any single circuitry that could

propagate running speed information throughout the hippocam-

pal formation based on these varied structures, but recently

glutamatergic neurons in MS were shown to be responsible

for speed modulation in CA1 (Fuhrmann et al., 2015). Yet

despite the fact that MS projects strongly to MEC (Kondo and

Zaborszky, 2016) and our inactivations abolished LFP theta

oscillations and grid cells in MEC (Brandon et al., 2011), speed

modulation of MEC firing rates was actually enhanced during

MS inactivations in opposition to our hypothesis. The possibility

exists that running speed signals emanate from a more ventral

region in the diagonal band of Broca that our inactivation may

not have reached. One possible mechanism for the enhance-

ment of the firing rate speed signal in MEC during MS inactiva-

tion is that the speed signal emanating from the hippocampus is

lost, as is suggested by recent work demonstrating that MS

glutamatergic neurons are responsible for speed modulation
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in hippocampus. Given that speed cells in MEC and hippocam-

pus show prospective and retrospective relationships with

running speed, respectively (Kropff et al., 2015), the removal

of the slightly temporally misaligned hippocampal speed signal

input to MEC may lead to the observed enhanced firing rate

speed signal in MEC.

As for the first question raised by the presence of two inde-

pendent running speed signals in MEC, it seems unlikely that

both signals could provide running speed information used to

update a path integrator. In principle, modeling work demon-

strates the feasibility of either signal providing running speed in-

formation, but there is currently no indication that both signals

could be used simultaneously. One possibility is that the

different speed signals arise from different sources, with one

speed signal coding the self-motion signal from the brainstem

whereas another speed signal may arise from computation of

speed based on changes in visual stimuli such as optic flow

(Raudies and Hasselmo, 2015). Given that most models of

grid cells are based on path integration, requiring both direction

and running speed information, manipulation of either compo-

nent should result in corresponding changes in grid cell firing.

Removal of HD information results in the loss of grid cells (Winter

et al., 2015), although it is not known whether the same manip-

ulation also alters the coding of running speed. During MS inac-

tivation, HD cells remain intact (Brandon et al., 2011), yet grid

cell spatial periodicity is disrupted (Brandon et al., 2011; Koenig

et al., 2011). The current work demonstrated that during MS

inactivation, when grid cells are disrupted there are alterations

of both the firing rate coding of running speed and the rhyth-

micity code for running speed that could lead to changes in

path integration in different grid cell models. A path integrator

using a firing rate speed signal, as in attractor dynamic models,

that is enhanced during MS inactivation would result in a change

in grid cell spatial scale, which is not observed during MS inac-

tivation. Alternatively, a path integrator using a rhythmicity

speed signal coded by changes in frequency, as in oscillatory

interference models, would accumulate error with the dimin-

ished coding of speed by frequency of rhythmicity observed

during MS inactivation.

Another possibility is that one of the speed signals maintains

an alternative purpose. The running speed of an animal has

profound effects on temporal coordination throughout the hip-

pocampal formation. Movement through space is one of the

most basic behaviors performed by an animal, and as the

rate of movement through space increases, most other behav-

iors of the animal must be performed with increasing speed.

Perceptual judgments, memory-based decisions, and motor

outputs must all take place on shorter timescales with

less temporal allowance for correcting erroneous neuronal

computations or behavioral actions. Such a situation requires

faster and/or more efficient intra- and inter-regional communi-

cation, which can be achieved through increased phase

locking, faster frequency oscillations, and greater coherence

between sites.

Activity throughout MEC and much of the hippocampal

formation becomes increasingly tuned within the theta fre-

quency range at faster running speeds. Theta coherence be-

tween MEC and the hippocampus, as well as across the



septotemporal axis of the hippocampus, increases as a func-

tion of running speed (Hinman et al., 2011, 2013), thus poten-

tially satisfying the need for more efficient intra- and inter-

regional communication. The increase in theta frequency both

intrinsically within individual cells and in the LFP translates to

shorter cycle durations and thus to information transfer at

shorter timescales. The current work demonstrated that in

addition to oscillating at a faster frequency, the magnitude of

the intrinsic rhythmicity of MEC neurons is also increased as

an animal runs faster. The increased depth of theta rhythmic

firing by MEC neurons likely contributes to the increase

in LFP theta amplitude observed as an animal runs faster

(McFarland et al., 1975; Kemere et al., 2013) and will increas-

ingly bring their postsynaptic targets into the theta rhythmic

regime.

Neurons inMEC not only exhibit increased theta rhythmicity as

a function of running speed, but we have also shown that they

become increasingly theta phase locked at faster running

speeds. Theta phase locking of spikes increased, while the theta

phase at which they spike does not vary. Maintaining the same

theta phase of firing across different running speeds maintains

constant phase relationships between different cell populations,

such as the two groups of entorhinal neurons that fire on oppo-

site phases of theta (Mizuseki et al., 2009; Newman and Has-

selmo, 2014). Overall, this tuning in the theta frequency range

at faster running speeds may allow for more efficient communi-

cation on shorter timescales throughout the entorhino-hippo-

campal memory circuit during behaviors that restrict the time

allowed for processing incoming information and executing

memory-based actions.

EXPERIMENTAL PROCEDURES

Subjects

This paper uses data gathered during experiments for which some results have

previously been published (Brandon et al., 2011, 2013). Six adult male Long-

Evans rats (500–650 g) obtained from Charles River Labs were used. All exper-

imental procedures were approved by the Institutional Animal Care and Use

Committee for the Charles River Campus at Boston University. Detailed

methods are provided in the Supplemental Experimental Procedures.

Statistics

Normality of distributions was not assumed, so comparisons were made using

non-parametric statistics. Comparisons of single distributions for a difference

from zero were performed usingWilcoxon signed-rank tests. For comparisons

of two distributions, Wilcoxon signed-rank or Wilcoxon rank-sum tests were

used. The general approach taken was to perform the various statistical tests

on the full set of relevant cells and then divide the cells into the different func-

tional cell types and perform the same statistical test on each individual cell

type.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures

and four figures and can be found with this article online at http://dx.doi.org/

10.1016/j.neuron.2016.06.027.
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